Preface

The LAMSADE! was established in 1976 as a research laboratory jointigefdry
Paris-Dauphine University and the CNRS (the French NatiSngnce Foundation)
oriented to decision aiding, mainly in the areas of multipieeria decision aiding and
linear programming.

It very soon aggregated the research activities on compeience conducted
within Paris-Dauphine University. In 30 years the LAMSADRiged a world-wide
reputation in operations research and decision aidindevdaveloping and strength-
ening a specific vision of computer science, that is manageered decision ori-
ented computer science (from the French term “informatigesionnelle”). Today
the LAMSADE is one of the very few research laboratories shgwuch originality
in its research orientation.

During these years new specific research subjects came itth éhose already
existing: multi-agent systems, distributed computing databases. In this effort, the
LAMSADE had to put together different interdisciplinaryrapetencies: decision the-
ory, operations research, mathematics, social sciencksemeral fields of computer
science. At the turning point of its 30 years the LAMSADE iganmizing its research
activities around four principal areas:

1) decision aiding;

2) optimization and its applications;

3) multi-agent and distributed systems;

4) database systems, information systems and knowledgagaarent.

Under such perspective, the laboratory’s scientific ptajeainly aims to:

1. Laboratoire d’Analyse et Modélisation de Systemes pchide a la DEcision (Laboratory
of Analysis and Modeling of Decision Support Systems).
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— consolidate and extend our international leadership eratpns research and
decision aiding;

— strengthen and promote our vision of management and deeisiented com-
puter science;

— create new large interfaces between operations resaat¢heoretical computer
science.

In particular, research in the intersection of combinatarptimization and theo-
retical computer science always remains a central keytpbibpAMSADE's research
activity.

Combinatorial optimization and theoretical computer sceehave been, and still
are, considered as two subjects different from each othénel difference is quite
evident for some areas of both subjects, it becomes muclsdei$sve think of areas
such as complexity theory, theory of algorithms, solvingdr@mbinatorial problems,
graph theory and, more generally, discrete mathematicsAétthese matters form a
very large interface between combinatorial optimizatiod theoretical computer sci-
ence. Historically, researchers in the areas mentionedeabave been members of
two distinct major scientific communities, namely thearaticomputer science and
operations research. They have addressed almost the sabierps, worked under
the same paradigms, used parallel formalisms, tools andadstand developed ei-
ther parallel or complementary approaches. The fruitsief‘8eparate research” have
impregnated the entire field of information technology amduistry and almost the
whole of what is considered today as management sciencesoVer, they have been
widespread over numerous scientific disciplines, initialthogonal to both computer
science and combinatorial optimization, giving rise to raeeas of research. However,
if from this “separate attack” we withessed the emergengeatdtically all of the tra-
ditional concepts dealing with complexity theory, diseretathematical modeling and
polynomial approximation of discrete optimization prabkg numerous problems and
challenges remain open and without satisfying answers,ttteineed for intensive re-
search in the interface of combinatorial optimization amebretical computer science
becomes not only clear but also extremely challenging. Kinig of research is one of
the major directions in the scientific project of the LAMSADE

With such studies, we expect to advance in the research fopaeadigms, get-
ting an insight mainly from the complex system sciencesorgly believe that in the
near future, the themes of our research will be central toatjpeal research and will
reshape the research landscape in combinatorial optimizéatalso believe that they
will influence all the active research for new calculatingcimae paradigms based
upon properties of natural and human systems that are ntigegby conventional
computers, by providing them with new problems to deal witth aew solutions to try
out. Our scientific project can thus be seen as an initiatidedstically renovate the re-
search agenda in combinatorial optimization, by addrgssen and novel problems
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arising from complex human systems. In order to achievedtiisctive, we have first
to support a research environment that overcomes tradltiaster barriers among
communities historically defined as “operations reseagesid “theoretical computer
science”. We have also to work over the common basis of éstegal theories and
expertise for studying decidability, complexity, strugtiand solutions of hard opti-
mization problems, which will definitely serve as the franoekfor validation of any
advances in new research topics.

As stated above, bringing together operations researchhemdetical computer
science can be the first step in developing close synergiesba all the complex
systems disciplines, mainly those based upon the studyraBhiwsystems. Research
in the interface of these subjects is the main attempt talksuch a broad alliance
and to give it a clear scientific status. Moreover, by hamgitiavel problems issued by
still unexploited models and working hypotheses, we aintriangly contribute to the
emergence of a new paradigm for both combinatorial optitiiraand algorithmic
and complexity theory aspects of theoretical computenseie

The main objective of the book is to bear witness to the qualid the depth of the
work conducted in the laboratory along the epistemolodinak just outlined. In the
chapters, the reader will find all the ingredients of a susfcématching between com-
binatorial optimization and theoretical computer sciengh interesting results car-
rying over a large number of their common subjects and gang fpure” complexity
theoretical approaches dealing with concepts ke andPSPACE-completeness to
“oldies but goodies” and always essential and vital operaiiresearch subjects such
as flows, scheduling, or linear and mathematical programnpassing from poly-
nomial approximation, online calculation, multicriteg@mbinatorial optimization,
game theory, design of algorithms for multi-agent systeets, All of the chapters
make a valuable contribution to both the two main topics eftthok and any of the
areas dealt.

In Chapter 1, Aloulou and Della Croce deal with single maetsoheduling. They
consider scheduling environments where some job chaistatsrare uncertain, this
uncertainty being modeled through a finite set of well-defiseenarios. They search
for a solution that is acceptable for any considered scengsing the “absolute ro-
bustness” criterion and present algorithmic and comparaticomplexity results for
several single machine scheduling problems.

Although the approximability of multi-criteria combinatal problems has been
the inspiration for numerous articles, the non-approxiilitglof these problems seems
to have never been investigated until now. Anggedl.in Chapter 2 propose a way to
get some results of this kind that work for several problefen, they apply their
method on a multi-criteria version of the traveling salesrpeoblem in graphs with
edge-distances one and two. Furthermore, they extendrexegbproximation results
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for the bi-criteria traveling salesman problem in graphthveidge-weights 1 or 2 to
any numbel of criteria.

In Chapter 3, Ausiellet al. study online models for minimum set cover problem
and minimum dominating set problem. For the former probléra,basic model im-
plies that the elements of a ground set of sizarrive one-by-one; we assume that
with any such element, arrives also the name of some setinongat and covering
most of the still uncovered ground set-elements. For thidehthey analyze a simple
greedy algorithm and prove that its competitive rati®is,/n) and that it is asymp-
totically optimal for the model dealt. They finally deal wamew way to tackle online
problems by using what they call “budget models”. For theeaafsthe minimum set
cover problem the model considered generates the so-ecafigimum budget saving
problem, where an initial budget is allotted that is destit® cover the cost of an
algorithm for solving set-covering and the objective is taximize the savings on the
initial budget.

In Chapter 4 by Bérar@t al, Merlin-like time Petri nets (TPN) and timed au-
tomata (TA) are considered. The authors investigate qurestielated to expressive-
ness for these models: they study the impact of slight variatof semantics on TPN
and compare the expressive power of TA and TPN with respebbtb time lan-
guage acceptance and weak time bisimilarity. On the one, lilaey prove that TA and
bounded TPNs (enlarged with strict constraints) are edgrvtav.r.t. timed language
equivalence, by providing an efficient construction of a Té@jdivalentto a TA. On the
other hand, they exhibit a TA such that no TPN (even unbounidedeakly bisimilar
to it. Motivated from this latter result, they charactettlze subclass TA of TA that is
equivalent to the original model of Merlin-like TPN and shthat both the associated
membership problem and the reachability problem for ske PSPACE-complete.

Carelloet al, in Chapter 5, introduce a graph problem which is called maxn
node clustering. They prove that it is stronfjli>-hard, but it can be approximated, in
polynomial time, within a ratio arbitrarily close to 2. Fdret special case where the
graphis a tree, they prove that the associated decisiohgonab weaklyNP-complete
as it generalizes the 0-1 knapsack problem and is solvalpiegndo-polynomial time
by a dynamic programming approach. For this case they devfsdly polynomial
time approximation schema for the original (optimizatipnjblem.

In Chapter 6, Chevaleyre tackles the problem of multi-agatitolling dealt with
as a combinatorial optimization problem. More precisadyitory (one of the inputs
of the problem) is modeled by means of a suitable edge-weigitaphG(V, E) and
then the exploration strategies for this graph are based padicular solutions of the
traveling salesman problem. With this method, when thelyigetric, he obtains,
in polynomial time, an exploration strategy with value bded above bgopt(G) +
dmax{w(i,j) : (i,5) € E}, whereopt(G) is the value of the optimal exploration
strategy andv(i, ) is the weight of the edgg, j) € E. Itis also proved that, using
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another approach for the patrolling problem, based on écpéat graph-partitioning
problem, the multi-agent patrolling problem is approxinealvithin approximation
ratio 15, even in the case where the underlying graph is ntiene

In Chapter 7, Chevaleyet al.investigate the properties of an abstract negotiation
framework where, on the one hand, agents autonomouslyiaegover allocations of
discrete resources and, on the other hand, reaching analgtilocation potentially
requires very complex multilateral deals. Therefore, theyinterested in identifying
classes of utility functions such that, whenever all agerddel their preferences using
them, any negotiation conducted by means of deals involeimg a single resource
at a time is bound to converge to an optimal allocation. Theynsthat the class of
modular utility functions is not only sufficient (when sigayments are allowed) but
is also maximal in this sense. A similar result is proved ia tontext of negotiation
without money.

In Chapter 8, Della Crocet al. study two very well-known hard combinato-
rial problems, the maximum cut problem and the minimum dating set restricted
to graphs of maximum degree 3 (minimum 3-dominating set).tke former, they
mainly focus on sparse graphs, i.e., on graphs having baLmdgimum degree. They
first use a technique based upon enumeration of cuts in afyab@sen subgraph of
the input graph and then an extension of them in an optimalte@yoduce a cut for
the whole instance. By means of this method they produce act edgorithm for the
weighted maximum cut problem with improved upper compiekibund in the case
of sparse graphs. Next, they restrict themselves to the ightezl maximum cut prob-
lem in graphs of maximum degree 3 and devise a tree-searek leasct algorithm.
Exploiting some simple and intuitive dominance condititimat efficiently prune the
search-tree, they provide a fairly competitive upper camity bound for the case
settled. Finally, they refine the search tree’s pruning Iyoatucing a counting proce-
dure, based upon the introduction of weights for the fixed dahich allows them to
measure in a more precise way the progress made by the higaviten it fixes them.
They apply this method to min 3-dominating set.

In Chapter 9, Demanget al. study the computational complexity of online shunt-
ing problems. They consider a depot consisting of a set @lightracks. Each track
can be approached from one side only and the number of traingazk is limited.
The departure times of the trains are fixed according to andiveetable. The problem
is to assign a track to each train as soon as it arrives to thet@ad such that it can
leave the depot on time without being blocked by any othen tfEhey show how to
solve this problem as an online bounded coloring problempatial graph classes.
They also study the competitiveness of the first fit algoritmd show that it matches
the competitive ratio of the problem.

Chapter 10, by Demangs al., surveys complexity and approximation results for
the minimum weighted vertex coloring problem. This is a natgeneralization of the
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traditional minimum graph coloring problem obtained byigisig a strictly positive
integer weight for any vertex of the input graph, and defirtimg weight of a color
(independent set) as the maximum of the weights of its estithen, the objective is
to determine vertex coloring for the input graph minimizthg sum of the weights of
the colors used. Complexity and approximation issues fergtoblem are presented
for both general graphs and for graphs where the traditimi@imum graph coloring
problem is polynomial.

Chapter 11 is a complement of Chapter 10 where, along the ka@se complex-
ity and approximation issues are addressed for the minimaighted edge coloring
problem where, instead of vertices, edges are now to beyegadbred.

In Chapter 12, Gabrel considers the Dantzig-Wolfe decoitipasfor 0-1 lin-
ear programming when a subset of constraints defines a indepeset polytope.
She compares linear relaxations of both the initial and ergstogram (obtained
by decomposing on independent set constraints) with réspe@rious independent
set polytope representations. For perfect graphs (inquéati for co-comparability
graphs), the linear relaxation of the master program is tasglve while for general
graphs its optimal value cannot be calculated in polynotma. Consequently, she
proposes to decompose only on a subset of the independentsttaints (those asso-
ciated with “polynomial” independent set problems) in arttedefine another master
program for which the LP-relaxation is easy to solve and iamatronger than the
traditional LP-relaxation of the initial program.

In Chapter 13, Gabrel compares several 0-1 linear progransofving the satel-
lite mission planning problem. She considers two modelsexpdains why one of
them systematically calculates lower upper bounds. Helaestion is based upon in-
dependent set polytope formulations for perfect graphenTshe proposes new upper
bounds for some large-size benchmark instances.

Chapter 14, by Giannaka# al, is a survey on some of the main results dealing
with the problem of finding a Nash equilibrium in a game. Afteporting several
questions concerning complexity of general games (how regnilibria exist?, what
are the conditions of the existence of an equilibrium vémiysome given property?),
the authors focus on games having pure Nash equilibria, @sti@ games and con-
gestion games, for which they present several models.

In Chapter 15, entitled “Flows!”, Koskas and Murat give dr@tnovel interface
between operational research and theoretical computteeEby showing how tools
from combinatorics of words can be very efficiently used itestto devise “divide and
conquer” algorithms in a number of operational researchcangputer science fields,
like database management, automatic translation, imatgerpaecognition, flow or
shortest path problems, etc. The current contributionildaiae of them, dealing with
maximum flow in a network.



Preface 21

Milani¢ and Monnot, in Chapter 16, introduce the exact weightedpeddent set
problem, consisting of determining whether a weighted regntains an indepen-
dent set of a given weight. They determine the complexithi problem as well as
the complexity of its restricted version, where the indefsart set is required to be
of maximum size, for several graph-classes. Furthermbeg, show that these prob-
lems can be solved in pseudo-polynomial time for chordaplgsa AT-free graphs,
distance-hereditary graphs, circle graphs, graphs of dediclique-width, and sev-
eral subclasses af;-free and fork-free graphs. Monnot, in Chapter 17, deal$ wit
complexity and approximability of the labeled perfect nidig problem in bipartite
graphs, as well as with minimum labeled matching and maxirat@led matching in
2-regular bipartite graphs, i.e., in collections of pas®disjoint cycles of even length.

In Chapter 18, Monnot and Toulouse present several standartdifferential-
approximation results for th&,-partition problem for both minimization and maxi-
mization versions.

Finally, in Chapter 19, Quadet al. present an improvement of a well-known
method, based upon surrogate relaxation and linearizafitime objective function,
for calculating an upper bound of integer separable quidrailti-knapsack and re-
port computational experiments that seem to confirm theieffay of their approach.

| think that all these contributions show the vitality ana tbriginality of the re-
search carried out by the LAMSADE. | do hope that the readéreally appreciate
the depth and the richness of all the presented contribation

To conclude, let me say once more that it is always a pleasurad to work with
Chantal, Sami and Raphael Menasce, Jon Lloyd and theiracplis at ISTE Ltd.





